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David Sankoff

David Sankoff, in the 1990s, writing on a glass blackboard
(forwards? backwards?)
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Sankoff’s algorithm
A dynamic programming algorithm for counting the smallest number of
possible (weighted) state changes needed on a given tree.
Let Sj(i) be the smallest (weighted) number of steps needed to evolve the
subtree at or above node j, given that node j is in state i.
Suppose that cij is the cost of going from state i to state j.

Initially, at tip (say) j

Sj(i) =

⎧

⎨

⎩

0 if node j has (or could have) state i

∞ if node j has any other state

Lecture 1. Phylogeny methods I (Parsimony and such) – p.28/45



Sankoff’s algorithm (continued)
Then proceeding down the tree (postorder tree traversal) for node a
whose immediate descendants are ℓ and r

Sa(i) = min
j

[ cij + Sℓ(j) ] + min
k

[ cik + Sr(k) ]

The minimum number of (weighted) steps for the tree is found by
computing at the bottom node (0) the S0(i) and taking the smallest of
these.
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An example using Sankoff’s algorithm
{C} {A} {C} {A} {G}
0 0 0 0 0

3.5 3.5 1 5 1 5

3.5 3.5 3.5 4.5

6 6 7 8

2.52.5

0 2.5 1 2.5

2.5 0 2.5 1

1 2.5 0 2.5

2.5 1 2.5 0

A C G T

A

C

G

T

cost matrix:

from
to
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In mathematics, the product of all the integers from 1 up to some non-
negative integer n that have the same parity (odd or even) as n is called the 
double factorial or semifactorial of n and is denoted by n!!.[1] That is,

https://en.wikipedia.org/wiki/Mathematics
https://en.wikipedia.org/wiki/Parity_(mathematics)


Counting multifurcating, bifurcating rooted trees
what about 

unrooted trees



Counting labelled histories

(Draw example labelled histories)



Exercise what is the best tree using the Sankoff algorithm

how may trees? 
cost matrix? 



Getting a Starting Tree!
 Stepwise Addition Algorithms !
E.g., as is, simple, closest, further, random "
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Getting a Starting Tree!
 Stepwise Addition Algorithms"

•  �Greedy� algorithms"
–  only make upward moves"

•  Prone to getting stuck on local optima"



Random Addition Sequence"
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Branch swapping!
Nearest Neighbor Interchange (NNI)"
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Branch swapping!
Subtree Pruning and Regrafting (SPR)"
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Branch swapping!
Tree Bisection and Reconnection (TBR)"
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